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Abstract
A generalized theory of frequency- and time-resolved vibrational sum-
frequency generation (SFG) spectroscopy of adsorbates at surfaces is presented
using the density matrix formalism. Our theoretical treatment is specifically
aimed at addressing issues that accompany the relatively novel SFG approach
using broadband infrared pulses. The ultrashort duration of these pulses makes
them ideally suited for time-resolved investigations, for which we present a
complete theoretical treatment. A second key characteristic of these pulses
is their large bandwidth and high intensity, which allow for highly non-linear
effects, including vibrational ladder climbing of surface vibrations. We derive
general expressions relating the density matrix to SFG spectra, and apply these
expressions to specific experimental results by solving the coupled optical Bloch
equations of the density matrix elements. Thus, we can theoretically reproduce
recent experimentally demonstrated hot band SFG spectra using femtosecond
broadband infrared excitation of carbon monoxide (CO) on a Ru(001) surface.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Surface science has developed a broad spectrum of experimental techniques for studying and
controlling the physical and chemical properties of surfaces with atomic precision. However,

5 Author to whom any correspondence should be addressed.

0953-8984/05/080201+20$30.00 © 2005 IOP Publishing Ltd Printed in the UK S201

http://dx.doi.org/10.1088/0953-8984/17/8/002
http://stacks.iop.org/JPhysCM/17/S201


S202 M Bonn et al

many of these techniques are applicable only at the solid/vacuum interface, and not at ambient
conditions or at buried (liquid/solid or solid/solid) interfaces. Furthermore, studies of surface
dynamics often require high temporal resolution and molecular specificity to unravel the
underlying elementary processes. In this context the non-linear optical technique of infrared
(IR)–visible (VIS) surface sum-frequency generation (SFG) [1] has proven to be a very versatile
tool in studying the structure and dynamics of molecules absorbed on surfaces and at interfaces
(for a recent review, see [2]). SFG relies on the fact that for most materials, the second-order
non-linear susceptibility χ(2) is non-zero only at the surface. This makes it an ideal technique
for studying molecules at surfaces and buried interfaces because of its selective sensitivity
to the surface region and its high degree of molecular specificity: the foremost feature of
this technique is its capability of monitoring intramolecular vibrations of molecules on the
surface, essentially allowing one to look directly inside the molecular properties of the surface
layer. In recent years the SFG technique has been extended to the use of broad bandwidth,
femtosecond infrared laser pulses [6–15] and to two-dimensional (IR–VIS) double-resonant
SFG spectroscopy [37, 38, 40, 4, 5, 3]. Here we will focus on the theory and recent applications
of the femtosecond IR broadband approach, which removes the necessity of scanning the
frequency of the infrared beam. Moreover, tunable infrared laser pulses with a duration down
to ∼100 fs are ideally suited for time-resolved studies of vibrational and surface dynamics as
well as surface reactions.

The essence of most of these time-resolved experiments is introducing a variable delay
between the pulses: generally the system is brought out of equilibrium with an excitation
(‘pump’) pulse, whereafter the return to equilibrium is monitored with a delayed (‘probe’)
pulse (or pair of pulses) at different times after the pump pulse. Three kinds of time-resolved
experiments involving SFG are depicted in figure 1. In the most elementary time-resolved SFG
experiment (figure 1(b)), the SFG pulse pair (IR and VIS) are simply delayed with respect to
each other (i.e. there is no pump pulse). With this technique, the IR pulse resonantly and
coherently excites the vibrational polarization, and this coherence decays due to dephasing as
exp(−t/T2). When the duration of the visible pulse incident on the surface, delayed by td, is
less than or comparable to T2, it probes the remaining coherence. The decay of the frequency-
integrated SFG signal is dictated by T2. This coherence decay is the so-called free induction
decay (FID). It is evident that frequency resolution is lost in this type of experiment, as the
requirement that the duration of the visible pulse is less than T2 dictates that—per definition—
the spectral bandwidth of the visible pulse is too large to resolve the vibrational resonance.

Two experimental examples of these two kinds of measurements are presented in figure 2.
Because the incident IR pulse is so short, its bandwidth is much larger than that of the vibrational
resonance (left panel). In spite of that, the spectral components of the radiated SFG are
determined by the linewidth of the resonance if the resonant polarization is upconverted with
a temporally long, spectrally narrow VIS pulse. As a result, good frequency resolution can be
obtained. In the time domain measurement, the VIS pulse is also short (and therefore spectrally
broad), resulting in good time resolution but poor frequency resolution. Here, the spectrally
integrated SFG signal is recorded as a function of delay time.

It should be noted that the decay time obtained from FID is equal to T2 only in the absence of
inhomogeneous broadening, as extensively discussed in [16]. Such time domain measurement
of the polarization decay is equivalent to the information obtained with conventional frequency
domain experiments, in which the coherence decay rate determines the linewidth. However,
it has been shown that there are circumstances where either frequency or the time domain
approach may be preferable, as will also be illustrated in more detail below [17].

A second class of time-resolved SFG measurements can be performed by introducing
a third pulse, either an intense infrared pulse that excites vibrations in the adsorbate layer
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Figure 1. Pulse sequences of conventional (a) and time-resolved ((b)–(d)) SFG. (a) In a conventional
SFG experiment, the infrared and visible pulses overlap in space and time on the surface, and the
SFG light is radiated in the phase-matched direction. (b) The IR pulse resonantly excites the
vibrational polarization in a coherent manner, and this coherence decays due to dephasing as
exp(−t/T2). When the delay of the visible pulse, td, is less than or comparable to T2, it probes
the remaining coherence. From the decay of the SFG signal, T2 can be deduced. The decay of
the coherent polarization induced by the IR pulse is the so-called free induction decay (FID). (c)
An intense infrared pump pulse (IR1 tuned to the vibrational resonance at a surface) saturates the
fundamental v = 0 → 1 transition. After a certain time delay td, a pair (IR2 and visible) of weak
probe pulses arrives at the surface. The output at sum frequency decays as a function of td with
the population relaxation time T1 of the excited state. (d) An intense (visible, or near-IR) pump
pulse excites the (metal) substrate, which affects the vibration of adsorbates on the surface (for
example by non-adiabatic coupling of hot substrate electrons with nuclear degrees of freedom of
the adsorbate). The resulting time-dependent changes in the vibrations are monitored by a weak
SFG probe pair.



S204 M Bonn et al

0 2 4 6 8 10
1E-4

1E-3

0.01

0.1

1

IR wavenumber (cm )

SFG wavelength (nm)

S
F

G
/I

R
in

te
ns

ity

2000 1950

680 685 690 695

2050

IR

SFG

FWHM
9 cm

-1

-1

VIS IR S

CO/Ru(0

VIS

delay

IR

CO/Ru(

S
F

G
 In

te
ns

ity
IR-VIS delay (ps)

data
calculation

Figure 2. Two experimental examples for conventional (left panel) and time-resolved (right panel)
broadband SFG. Left: in the frequency-resolved experiment, the bandwidth of the incident IR
pulse is much larger than that of the vibrational resonance. The vibrational polarization, however,
can only be built up significantly around the resonance. If the polarization is upconverted with a
temporally long, spectrally narrow VIS pulse, good frequency resolution can be obtained. Right:
in the time-resolved experiment, both incident pulses are short, and the spectrally integrated SFG
signal is recorded as a function of delay time.

(figure 1(c)) [18–25], or an intense visible pulse that excites the underlying substrate
(figure 1(d)) [9, 15, 26–31]. In the case of an infrared pump (figure 1(c)), this intense pulse
(IR1) is tuned to a vibrational resonance at the surface, saturating the fundamental v = 0 → 1
transition. After a certain time delay td, a pair (IR2 and visible) of weak probe pulses arrives
at the surface. The output at the sum frequency decays as a function of td with a time constant
determined by the recovery time of the ground state. If there is no intermediate state between
the ground state and excited state probed, the recovery time of the ground state is equal to the
population relaxation time T1 of the excited state. A complete density matrix theory of such
pump–probe SFG experiments for investigating the pump-induced change of the population
between the ground and the excited state has been presented by Harris and Rothberg [32],
and will not be pursued here. Experimentally, there is also the possibility of varying the IR
pulse energy at fixed delay td = 0. If, moreover, the two infrared pulses are in a collinear
geometry, this reduces the three-pulse experiment to a two-pulse experiment, and allows one to
record SFG signals from the various higher lying vibrations on the vibrational lifetime. Such
experiments also allow one to accurately determine the vibrational anharmonicity [10] and
excited state linewidths [33], as well as the direct observation of energy delocalization due to
dipole–dipole coupling [34, 35], as discussed below.

The density matrix formalism provides a theoretical framework for an adequate description
of these different kinds of measurements, both in the frequency and the time domain. The
elements of the time-dependent density matrix can be directly related to the population of
the different resonant levels involved (diagonal elements), as well as the coherence between
these levels (off-diagonal elements). The latter, for example, are directly proportional to
the (non-linear) polarization that radiates the SFG field. Although for conventional SFG a
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Figure 3. A schematic level diagram of different types of SFG spectroscopy, involving, respectively,
two (panel (a)) and three (panels (b) and (c)) resonant levels. The situation in panel (b) corresponds
to vibrationally and electronically (doubly) resonant SFG. Panel (c) depicts the case of SFG from
higher lying states following excitation from the ground state.

description in terms of two levels (the vibrational ground and first excited state) suffices, this
is not the case for many of the extended non-linear applications mentioned above. This is
illustrated in figures 3(a)–(c), which shows the situation where the two-level description is
appropriate, but also two examples for which a three-level description is essential. In the case
of conventional IR–VIS vibrational SFG spectroscopy (figure 3(a)) the IR pulse resonantly
excites the transition from the ground (v = 0) to the first excited (v = 1) state. The resulting
polarization is upconverted by a spectrally narrow visible pulse, which is not resonant with a
pronounced electronic transition or acts on a continuum of electronic states. On the other hand,
if an electronic (panel (b)) or an additional vibrational resonance (panel (c)) is excited, the
transitions to these levels have to be explicitly taken into account in the theoretical treatment
using the density matrix method. For example, if an intense, broadband IR pulse saturates the
fundamental transition (v = 0 → 1), significant population is transferred to the (v = 1) state
and the polarization induced at the (v = 1 → 2) frequency gives rise to an additional hot band
resonance in the SFG spectrum [10].

This paper is organized as follows. We first develop the general description of time-
resolved SFG spectroscopy based on the density matrix formalism and briefly describe the
experimental set-up. We then discuss applications to time-resolved SFG measurements of the
free induction decay (FID), with particular emphasis on the influence of the pulse shape and
lineshape analysis based on FID. Finally we analyse vibrational ladder climbing and excited
state SFG spectroscopy with intense IR pulses.

2. Theory of SFG using the density matrix method: general approach

Consider a non-linear optical process in which a system, defined by the vibrational ground and
excited states |a〉 and |b〉, and a (virtual) electronic state |s〉, interacts with an external infrared
field EIR(t) and a visible field EVIS(t) as illustrated in figure 3(a). The total Hamiltonian of
the system is given by

H = H0 + H ′, (1)

where H0 is the material Hamiltonian characterized by

H0|α〉 = h̄ωα|α〉, α = a, b, s, (2)
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and the interaction Hamiltonian in the dipole approximation is expressed as

H ′ = −µ̂ · E(t), (3)

E(t) = EIR(t)e−ih̄ωIR t + EVIS(t − td)e−ih̄ωVISt + c.c., (4)

where µ̂ is the dipole operator, EIR/VIS(t) is the time envelope of the infrared/visible pulsed
fields with frequency ωIR/VIS and td is the (possibly non-zero) delay between the two pulses.

The optical properties of the system are reflected in the time-dependent polarization,which
can be calculated from the following trace:

P(t) = Tr{µ̂ρ̂(t)}. (5)

The equation of motion of the density matrix ρ(t) in the interaction picture reads

dρ̃(t)

dt
= −i[H̃ ′(t), ρ̃(t)], Õ = eiH0(t−t0) Ôe−iH0(t−t0). (6)

This equation can be solved to yield

ρ̃(t) = ρ̃(t0) +
1

i

∫ t

t0

dt ′ [H̃ ′(t ′), ρ̃(t ′)] (7)

Generally, for any three-level system consisting of levels |a〉, |b〉 and |s〉 (such as the ones
depicted in figures 3(b) and (c); for the latter of the two, |s〉 should be replaced by |c〉), the
general form of ρ̃(t) reads

ρ̃(t) =
(

ρ̃(t)aa ρ̃(t)ab ρ̃(t)as

ρ̃(t)ba ρ̃(t)bb ρ̃(t)bs

ρ̃(t)sa ρ̃(t)sb ρ̃(t)ss

)
, (8)

and the induced polarization is given by

P(t) =
{

µ̃ba(t)ρ̃ab(t) +
∑

s

{µ̃as(t)ρ̃sa(t) + µ̃sb(t)ρ̃bs(t)}
}

+ c.c., (9)

where µ̃i j(t) denotes the dipole transition matrix elements evaluated in the interaction picture
defined in equation (6), and the summation is over all possible electronic states s.

For some applications, equation (6) must be solved numerically to obtain P(t), from which
the SFG spectrum is readily obtained. Analytical solutions can be obtained for conventional
SFG, for which we are interested in second-order non-linear effects and the matrix elements
of the density matrix can be solved up to the second order with respect to E(t) to give

P(2)(t) = −i

{∫ t

−∞
dt ′ ∑

s

{µ̃as(t)H̃ ′
sb(t

′)e−(t−t ′)/T sa
2 − µ̃sb(t)H̃ ′

as(t
′)e−(t−t ′)/T bs

2 }ρ̃(1)

ba (t ′)

+
∫ t

−∞
dt ′ ∑

s

{µ̃sb(t)H̃ ′
ba(t

′)e−(t−t ′)/T bs
2

− µ̃ba(t)H̃ ′
sb(t

′)e−(t−t ′)/T ba
2 }ρ̃(1)

as (t ′)
}

+ c.c. (10)

in which T i j
2 denotes the dephasing time of the transition j ← i . The first term of equation (10)

describes a non-linear optical process, in which a coherent vibrational polarization resonantly
induced by the short pulse is followed by upconversion: infrared–visible SFG, while the second
term is the process inverse to the first one, i.e. difference-frequency generation (DFG).

The Fourier transform of the first term of equation (10), the square of which constitutes
the frequency domain SFG signal, is then calculated as

P (2)(h̄ω) = 1√
2
M(h̄ω)µbaρ

(0)
aa

∫
dh̄ ω′E(h̄ω′)

1

h̄ω′ − h̄ω0 + i/T ba
2

E(h̄ω − h̄ω′), (11)
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where

M(h̄ω) =
∑

s

(
µasµsb

h̄ω + h̄ωas + i/T sa
2

− µsbµas

h̄ω + h̄ωsb + i/T sb
2

)
(12)

is proportional to the Raman transition moment of the vibrational mode. Here we define
h̄ωαβ = h̄ωα − h̄ωβ , ω0 = ωb − ωa is the vibrational frequency and E(h̄ω) is the Fourier
transform of E(t) in equation (4). Equation (11) is a general formula for SFG polarization
which is valid for arbitrary infrared and visible pulses.

A further approximation can be made by assuming monochromatic infrared and visible
fields. In this case, equation (11) is reduced to the well-known formula for vibrationally
resonant SFG polarization,

P (2)(h̄ωsum = h̄ωIR + h̄ωVIS) = χ(2)(h̄ωsum) : EIR(h̄ωIR)EVIS(h̄ωVIS), (13)

where

χ(2)(h̄ωsum) = 1√
2
M(h̄ωsum)µba

1

h̄ωIR − h̄ω0 + i/T ba
2

, (14)

is the second-order susceptibility. In order for χ(2)(h̄ωsum) to be non-zero, so that the vibration
can be observed using SFG spectroscopy, it is clear that the vibrational mode must be both
IR and Raman active (in addition to the requirement that the system must lack a centre of
inversion). If the frequency of the visible field is far from any electronic resonances in the
system and/or the relaxation of the (virtual) intermediate state is quasi-instantaneous (i.e. with
an extremely short T sa

2 and T sb
2 ), the dependence on h̄ω of M(h̄ω) can be neglected, and

χ(2)(h̄ωsum) represents a purely vibrationally resonant susceptibility. In this case, the three-
level system description reduces to a two-level system description, which is then sufficient.

However, when a real resonant electronic excitation occurs in the intermediate state of the
SFG processes (figure 3(b)), the possibility of surface enhanced SFG is expected via surface
enhanced Raman scattering (SERS) of adsorbates [36]. Recently, two such doubly (infrared and
visible) resonant SFG have been demonstrated experimentally for a monolayer of Rhodamine
6G on silica surfaces [37] and CO on Pt(111) [38], and detailed theoretical descriptions for this
technique have been developed [39, 40]. This novel type of non-linear spectroscopy is related
to IR absorption and Raman scattering, and enables one to explore both the vibrational and
electronic resonances of adsorbed molecules, as in a two-dimensional surface spectroscopy.
Another type of electronic resonance has been reported recently by Humbert et al [41] and
Ishibashi and Onishi [11]. The latter observed that the SFG spectra of an octadecanethiol
monolayer on a Au substrate exhibits a resonance feature in χ

(2)
NR (in equation (15)) ascribed to

a surface electronic excitation in the substrate, associated with an s–d interband transition at
480 nm. These experiments were performed using a two-channel optical parametric amplifier
producing a broadband femtosecond infrared pulse and a narrow-band picosecond visible
pulse.

The other case where a three-level (or, in the case of an additional electronic resonance,
four-level) description is required, is for the situation depicted in (figures 1(c) and/or 3(c)):
when the SFG probe pair is preceded by an infrared pump pulse (or when the infrared pulse
of the IR–VIS SFG pair is sufficiently powerful itself that it transfers significant population to
the first excited state), the second excited state level (and the associated relaxation processes)
also has to be taken into account to describe the temporal evolution of the polarization of the
system.

Finally, for the situation depicted in figure 1(d), a two-level description suffices, but
as the vibrational parameters (frequency and linewidth) are time dependent following the
substrate excitation, an analytical expression for the SFG polarization can only be derived
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for very specific circumstances [42]; otherwise a numerical solution to the Bloch equations is
required [9].

In general, however, the vibrational SFG spectra ISFG(h̄ω) can be reproduced by a simple
expression for the second-order non-linear susceptibility consisting of a non-resonant term
χ

(2)
NR arising from the surface region of the metal and a resonant term χ

(2)
R = χ(2)(h̄ωsum) of

equation (14) associated with the vibrational transition:

ISFG(h̄ω) ∝ |χ(2)|2; χ(2) = χ
(2)
NR + χ

(2)
R ;

χ
(2)
NR = A0eiφ; χ

(2)
R = A

h̄ωIR − h̄ω0 + i�
, (15)

where the vibrational resonance is described by the resonance frequency h̄ω0 = h̄ωb − h̄ωa ,
linewidth 2� = 2/T2 and constant amplitude A. A0 is the amplitude of the non-resonant
susceptibility and φ its phase relative to the vibrational resonance. We can make the connection
to conventional IR absorption spectroscopy by noting that the vibrational polarizability is given
by

α(h̄ωIR) = |µba|2 1

h̄ω0 − h̄ωIR − i/T2
. (16)

The imaginary part of α(h̄ωIR) determines the infrared absorption spectrum I (h̄ωIR):

I (h̄ωIR) ≡ Im[α(h̄ω)] = 1/T2

(h̄ωIR − h̄ω0)2 + (1/T2)2
. (17)

Thus, it is apparent that when the experimentally observed SFG spectrum can be described
by equation (15), the intrinsic χ(2)(h̄ωsum) is related to the infrared absorption spectrum through
1/T2|χ(2)(h̄ωsum)|2 = I (h̄ωIR).

In the following, we will first present theoretical and experimental results of time-resolved
SFG experiments following the scheme of figure 1(b): time-resolved investigations of the
free induction decay (FID) of surface vibrations. We will focus on two aspects: (i) the
dependence of the signal on the temporal shape of the different input pulses and (ii) the
investigation of lineshapes using time domain measurements of the FID. Subsequently, we
will present an example of a case where the three-level system description is required: an
experimental and theoretical study of vibrational excitation of the C–O stretch vibration of
carbon monoxide adsorbed on a Ru(001) surface with ultrashort femtosecond infrared (IR)
laser pulses. Broadband IR excitation has been found to lead to the transfer of a significant
fraction of the CO molecules to their first and second vibrationally excited states,as exemplified
in figure 3(c).

3. Experimental details

The experiments were performed with a femtosecond laser system combined with an ultrahigh
vacuum (UHV) chamber. An optical parametric amplifier (TOPAS, Light Conversion) pumped
by 1–4 mJ from an amplified Ti:sapphire laser system (800 nm,120 fs, 400 Hz–1 kHz repetition
rate) is used to generate tunable near-IR pulses (signal and idler, ∼1–2.5 µm) in BBO. Mid-IR
pulses (2–10 µm) are subsequently generated by difference-frequency mixing (DFG) of the
signal and idler in AgGaS2. At a wavelength of about 5 µm fs, IR pulses with energies of
typically 15 µJ and a bandwidth of typically 150 cm−1 (FWHM) are obtained. The residual
800 nm light after the parametric generation is spectrally narrowed to a bandwidth of typically
4 cm−1 using a pulse shaper. The spectral narrowing results in a temporal spread for the
800 nm (VIS) upconversion of roughly 4 ps, as verified by cross-correlation measurements.
Time domain FIDs are measured with 120 fs pulses at 800 nm. For the SFG experiments the IR
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and VIS pulses are focused onto the surface under investigation under an angle of typically 70◦
with respect to the surface normal. Typical pulse energies are 4 µJ for the VIS and up to 11 µJ
for the IR pulses at the sample (beam waist at focus: 0.3 mm FWHM). The centre frequency
of the IR is resonant with the vibration under investigation. The SFG light is dispersed in a
spectrometer, and detected using an intensified CCD camera [6, 7]. In the frequency-resolved
measurements, this gives the SFG spectrum; for the time domain measurements, the SFG
signals are spectrally integrated and measured as a function of the delay between the pulses.

4. Time-resolved SFG and FID-SFG

4.1. The influence of pulse shape

By introducing a time delay, td, between the infrared and the visible pulses, one can record the
time-resolved SFG intensity, as illustrated in figure 1(b). The inverse transform of P(2)(h̄ω)

gives the time-dependent SFG polarization

P(2)(t, td) = iMµba EVIS(t − td)
∫ ∞

−∞
dt ′ EIR(t ′)e−(ih̄ω0+1/T2)(t−t ′)

= iMµbaρba(t)EVIS(t − td)e−ih̄ωVISt . (18)

The td-dependent SFG polarization in the frequency domain is expressed as

P(2)(h̄ωsum, td) = χ(2)(h̄ωsum)EIR(h̄ωIR)EVIS(h̄ωVIS, td), (19)

where EIR and EVIS are the amplitudes of the infrared and visible fields, respectively, which
are delayed by time td with respect to each other. The TR-SFG spectrum is calculated by

I (h̄ωsum, td) = |P(2)(h̄ωsum, td)|2. (20)

In order to understand qualitatively how the coherent optical effect manifests itself in the
time-resolved SFG spectrum, let us assume a δ-pulse for EIR(t). This gives from equation (18)

P(2)(t, td) = iMµba EIRe−(ih̄ω0+1/T2)t EVIS(t − td)θ(t). (21)

The decay component of P(2)(t, td) determines the width of the SFG spectrum obtained by
the Fourier transformation of P(2)(t, td). In addition to the decay of the vibrational coherence
T2, the temporal profile of EVIS(t − td) centred at td contributes to the net decay component
of P(2)(t, td). As schematically illustrated in figure 4 the SFG signal for td < 0 is created by
the decreasing portion of EVIS(t − td) at t = 0. This results in increase of the effective decay
constant of P(2)(t, td), and causes the width to be broader than the intrinsic one given by 2/T2.
On the other hand, for td > 0, the SFG polarization is created by the increasing portion of
EVIS(t − td) and the effective decay constant of P(2)(t, td) becomes small compared to 1/T2.
Consequently the SFG spectrum becomes narrower than that determined by 1/T2 at positive
td. In the limit TIR,VIS � T2 the linewidth is given by the intrinsic width of 2/T2. In this case
T2 cannot be determined by the decay slope of S(td) as described below.

Indeed, these statements have been experimentally corroborated: Ishibashi and Onishi [43]
have observed that the bandwidths of vibrational bands becomes broader when the picosecond
visible pulse arrives at a sample earlier than the femtosecond infrared pulse in SFG spectra of
a self-assembled monolayer of octadecanethiol on a Au substrate. Similar phenomena have
been observed in the TR-two-photon photoemission (2PPE) spectra associated with image
potential states at metal surfaces [44, 45]. Experiments with femtosecond pulses exhibited a
strong dependence of the measured linewidth on the pump–probe delay time. Energy-resolved
2PPE spectra were theoretically reproduced using the density matrix method by Boger et al
[46]. Indeed, the experimentally observed gradual decrease in the linewidth with increasing
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Figure 4. Time envelopes of the visible pulse and the decay of the SFG polarization induced by
the δ function IR field at t = 0. The solid curve represents the intrinsic SFG polarization decay,
∝exp(−t/T2). The dot–dashed and dotted curves are the effective SFG polarization decays P−

SFG
and P+

SFG for negative and positive td, respectively.

pump–probe delay time for the image potential state on Cu(001) could be well reproduced by
theory. In addition, it was found that the linewidth depends crucially on the shape of the pump
and probe laser pulses.

Another type of time-resolved SFG is the so-called free induction decay (FID)
characterized by the dephasing time T2 (=2T1T ∗

2 /(2T1 + T ∗
2 )), where T ∗

2 is the pure dephasing
time and, in the absence of inhomogeneous broadening, 2/T2 corresponds to the linewidth
observed in the infrared absorption spectrum. In the FID-SFG experiment, a mutually time
delayed pair of infrared and visible pulse is used. When the pulses are shorter than the
vibrational dephasing time, the infrared pulse creates the vibrational polarization in a coherent
manner, and this coherence decays due to dephasing. The delayed visible pulse then creates
an SFG signal that probes the remaining coherence at td so that from the decay of the SFG
signal as a function of td, T2 can be deduced.

The transient SFG intensity as a function of td reads

S(td) =
∫ ∞

−∞
|P(2)(t, td)|2 dt, (22)

and satisfies the following equation:
dS(td)

dtd
=

∫ ∞

−∞
|EVIS(t − td)|2 EIR(t) dt

×
∫ t

−∞
(EIR(t ′)e−(i(h̄ω0−h̄ωIR)−T −1

2 )(t−t ′) dt ′ + c.c.) − 1

2T2
S(td). (23)

This indicates that the coherent mixing occurs in the overlap between EIR(t) and EVIS(t − td),
and causes a shift of the maximum of the SFG intensity from td = 0 [47]. This shift depends not
only on T2 but also on TIR,VIS. It is also found that the rising edge at negative td is sensitive to the
pulse shapes and gives information on the temporal resolution of the pulses, but is independent
of T2. For td longer than this overlapping region where the first term of equation (23) vanishes,
the SFG intensity simply decays with a time constant T2 as a function of td,

S(td) ∝ |Mµba|2e−2td/T2θ(td). (24)

This clearly indicates that T2 can be determined from the slope of the logarithmic plot
of the transient SFG intensity only when the pulse duration is sufficiently shorter than T2,
irrespective of the pulse shape.
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(a) (b)

Figure 5. The time-resolved SFG spectrum as a function of the pump–probe delay time td at
TVIS/T2 = 1.0 and TIR/T2 = 0.1 (a), 3.0 (b).
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Figure 6. The change of FWHM as a function of
the pump–probe delay time td for TVIS/T2 = 1.0 and
TIR/T2 = 0.1 (solid curve), 3.0 (dotted curve).

Figure 7. A logarithmic plot of the time-resolved FID-
SFG S(td) from figure 5.

In the broadband IR-SFG experiment, the typical ranges of the durations of TIR and TVIS

are 50–200 fs and 2–10 ps, respectively. Figure 5 shows the evolution of the TR-SFG spectra
I (h̄ωsum, td) calculated using the pulse envelope of EIR,VIS(t) = EIR,VIS sech(t/TIR,VIS) as
a function of td/T2 for T2 = 2 ps and (a) TIR/T2 = 0.1; TVIS/T2 = 1.0, (b) TIR/T2 = 3.0;
TVIS/T2 = 1.0. Clearly, when TIR and TVIS are, respectively, sufficiently shorter and longer than
T2 the FWHM remains unchanged at 2/T2 = 1/ps, being independent of td. The Lorentzian
SFG spectra centred at 
̄ = ωIR − ω0 gradually grows for negative td, and after passing
the maximum at a certain point of td > 0, it decays with decrease in the overlap between
the infrared and the visible pulse. The SFG spectra at negative td are produced by the overlap
between the decaying and growing tails of the visible and infrared pulses, respectively. Figure 6
shows the corresponding changes of the full width at half-maximum (FWHM) obtained from
the TR-SFG spectra shown in figure 5. One can easily note that the broad FWHM at negative
td continues to decrease below 2/T2 at large positive td, in good agreement with a qualitative
explanation of the effective decay time of the induced polarization. A larger TIR/T2 leads to a
smaller deviation of the FWHM from its intrinsic value. The influence of the pulse durations
on the TR-SFG spectra manifests itself in the logarithmic plot of the transient behaviour of
the time-resolved FID-SFG S(td) depicted in figure 7. For TIR/T2 = 0.1 and TVIS/T2 = 1.0,
the decay slope at large positive td is almost determined by 2/T2, while for TIR/T2 = 3.0
and TVIS/T2 = 1.0 the transient behaviour of S(td) is predominantly determined by the pulse
duration, so no reliable estimate of T2 is obtained from the decay characteristics of S(td).
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Figure 8. FID-SFG of the C–O stretch vibration of CO on Ru(001) at a temperature of 95 K and
a coverage of 0.33 ML. Note a rapid increase of the signal determined by the pulse duration at
negative delay (from [34]).

These results (see also [48] for more numerical results using a wider range of parameters
TIR/T2 and TVIS/T2) indicate that T2 can be precisely determined from a decay slope of the
time-resolved FID-SFG S(td) at large positive td observed using pulses sufficiently shorter
than T2. Under this condition, however, the linewidth of the TR-SFG spectrum depends on td
as well as the pulse duration and shape.

As an example of FID-SFG, figure 8 shows the experimental result observed for the C–O
stretching mode of CO on Ru(001) at a coverage of 0.33 ML at 95 K [49]. Here the time-
resolved measurement of the FID was performed using ultrashort pulses (800 nm, 110 fs  T2)
for upconversion of the IR polarization. It is noted that for negligible overlap between the
infrared and visible pulse, T2 does not depend on the shape of the pulses. From the exponential
decay of the SFG intensity at positive td, the dephasing time T2 = 1.94 ps (corresponding to a
linewidth of � = 9.2 cm−1) was determined. An important consequence of this result is that
the transient behaviour of the FID can be well described by a single-exponential decay over
several orders of magnitude. This indicates a Lorentzian lineshape of the TR-SFG spectra in the
frequency domain and therefore a homogeneously broadened spectra given by equation (17).
A similar measurement at 340 K resulted in T2 = 1.16 ps. Since T1 due to electron–hole
pair excitation is independent of temperature [16], the difference of T2 at 95 and 340 K was
attributed to the increase of T ∗

2 due to the anharmonic coupling of the high frequency C–O
stretch mode to the low frequency frustrated translational mode [50].

4.2. Lineshape analysis using FIDs

As mentioned in the section above, since the pulse duration (typically ∼100 fs) is appreciably
shorter than the decay of the vibrational polarization (dephasing time or inverse linewidth), this
decay can be mapped directly in the time domain, in addition to recording the SFG spectrum.
Hence, information about the polarization decay can be obtained either by performing a time
domain measurement or indirectly from the linewidth in a frequency domain spectrum. These
two manners of probing the decay of the macroscopic polarization created by an ultrashort fs
infrared pulse are illustrated in figures 1(a) and (b). In a frequency domain measurement the
infrared polarization is upconverted using a spectrally narrow (temporally long) visible pulse.
The (homogeneous) spectral linewidth (2�) is directly related to the vibrational dephasing
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Figure 9. Frequency domain and time domain SFG measurements in the C–N and C–H stretch
regions of acetonitrile in contact with a gold surface. Top panels: C–H stretch vibration, in the
frequency domain (left), and the time domain. The two data sets are fully consistent, revealing
homogeneous behaviour, with an exponential decay corresponding to T2 � 0.63 ps. Bottom
panels: C–N stretch vibrations. Whereas the frequency domain data (left) can be described quite
satisfactorily in terms of homogeneous behaviour (solid curves), the FID data cannot be described
using the same parameters (solid curves). The decay is clearly non-exponential and much slower
than expected from the fitted homogeneous linewidth. An inhomogeneous model provides an
adequate description of both data sets simultaneously (dashed curves).

time T2 (� = 2/T2). In a time domain experiment the polarization is upconverted using a
temporally short (spectrally broad) pulse and the integrated SFG intensity is measured as a
function of the delay time (td) between the infrared and visible pulse. In this way the time
evolution of the vibrational polarization (FID) is observed in real time. Since in both schemes
the polarization decay is detected, the polarization measured in the time domain is the Fourier
transform of the frequency domain result.

Although the two measurement schemes are therefore theoretically equivalent, the time
domain experiments are inherently more sensitive to the lineshape as the non-resonant metal
response can be separated from the resonant molecular response. We illustrate this with
time domain and frequency domain measurements of homogeneously and inhomogeneously
distributed oscillators (the C–H and C–N stretch vibrations of liquid acetonitrile (CH3CN)
on an amorphous gold surface). We adapt existing models to elucidate the vibrational decay
mechanism and describe both time domain and frequency domain measurements within one
formalism.

The upper left panel of figure 9 shows an SFG spectrum in the C–H stretch region of
an acetonitrile/gold interface. The main peak from the acetonitrile/gold interface corresponds
to the symmetric C–H stretch vibration of the CH3 stretch vibration of acetonitrile [17]. The
measured SFG spectra can be reproduced very well with the calculated SFG intensity (SSFG(ω))
expressed in terms of equation (15). The response of the interface consists of a resonant term
(χ(2)

RES), to describe the interaction of the light with the vibrational mode, and a non-resonant
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term (χ(2)
NR), due to the instantaneous response of the metal to the light. χ

(2)

RES is usually
modelled as a Lorentzian response. The non-resonant contribution can be extracted from a
SFG spectrum without acetonitrile from the gold/air interface. The solid line through the C–H
stretch vibration spectrum is a fit to the data using this model, resulting in ω0 = 2939 cm−1

and � = 8.0 cm−1 corresponding to T2 = 0.66 ps.
The upper right panel of figure 9 shows a time domain measurement of the same

vibration. This FID consists of both a non-resonant (instantaneous) and a resonant (decaying)
contribution. It can immediately be seen that the decay of the resonant signal is exponential,
with a slope of 3.2 THz (=2/T2), corresponding to T2 = 0.61 ps, in good agreement with the
frequency domain analysis. To reproduce the free induction decay, we follow the procedure
first described by Owrutski et al [51]. The SFG intensity (SSFG) as a function of delay time (τd)
between the infrared and visible fields can be calculated from the time-dependent polarization
P(2)(t, td) as

SSFG(td) =
∫ ∞

−∞

∣∣P(2)(t, td)
∣∣2

dt, (25)

where P(2)(t, td) which takes into account the non-resonant contribution in the transient SFG
intensity given by equation (18) is expressed as

P(2)(t, td) = EVIS(t − td)

{
α

∫ t

−∞
E IR(t ′)χ(2)

RES(t − t ′) dt ′ + β E IR(t)eiφ

}
ei(ωIR+ωVIS)t + c.c.

(26)

The first term in brackets in equation (26) describes the resonant interaction of the infrared
field with the adsorbate (with a magnitude α), where χ

(2)

RES(t) is the time-dependent envelope
of the response of the adsorbate. The second term describes the non-resonant instantaneous
response of the gold surface to the infrared field with a magnitude β and a phase difference
φ with respect to the resonant polarization. E IR(t) and EVIS(t) are the IR and VIS field
envelopes. The frequency domain Lorentzian response implies single-exponential decay in
the time domain. Indeed using equation (25), with χ

(2)

RES(t) = e−t/T2 and T2 = 0.61 ps, results
in excellent agreement between data and model as exemplified by the fit to the FID.

Very contrasting behaviour is observed for the C–N stretch vibration of acetonitrile on
gold [17], as is evident from the lower two panels of figure 9, which show the SFG spectrum
(lower left panel) and the FID (lower right panel). The C–N stretch spectrum can be reproduced
very well with equation (15), setting ω0 = 2250 cm−1 and � = 7.6 cm−1 (T2 = 0.68 ps),
shown as the dashed curve in the spectrum. As both the SFG spectrum and the FID are
measurements of the same polarization, the FID should be described with the time domain
equivalent (Fourier transform) of the frequency domain response. However, an exponentially
decaying χ

(2)
RES(t) and T2 = 0.68 ps (the calculated FID, shown as dashed curve in the lower

right panel of figure 9) clearly does not describe the measured FID. Apparently, obtaining
a good fit with the commonly employed equation (15) is not a guarantee for homogeneous
dephasing behaviour. The clear non-exponential decay of the FID seems to suggest a partially
inhomogeneous scenario, in which the resonance frequency is not the same for all molecules
but varies with the adsorption site6.

Following [52–54], such a partially inhomogeneous distribution of adsorption sites can
be characterized by a Gaussian distribution, g(ω′

0), of resonance frequencies (ω′
0) centred

around ωinh with a width �ω, i.e. g(ω′
0) = 2

�ω
√

π
exp

(− (ω′
0−ωinh)

2

(�ω)2

)
. The time domain resonant

6 An exponential fit to the TD measurement results in a FD FWHM linewidth of 6.6 cm−1, which is significantly too
narrow.
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response can then be written as

χ
(2)

RES(t) =
∑
ω′

0

χ
(2)

RES(t, ω
′
0) =

∫ ∞

0
dω′

0 g(ω′
0)e

−t/T2 ei(ω′
0+ωVIS)t + c.c.

≡ χ
(2)

RES(t) cos (ωinh + ωVIS)t (27)

which consists of a time-dependent envelope χ
(2)

RES(t) and an oscillating frequency ωinh + ωVIS.
For the frequency range of interest, the envelope can be approximated by χ

(2)

RES(t) =
e−t/T2 e−t2(�ω/2)2

, as long as �ω
ωinh

 1. This is a generalized version of the equations commonly
used to fit SFG spectra. The amount of inhomogeneity is determined by the product �ωT2;
�ωT2  1 describes a homogeneous scenario (obtained by setting g(ω′

0) = δ(ω′
0 − ω0)),

whereas �ωT2 � 1 yields a totally inhomogeneous distribution of sites. To obtain the
frequency domain polarization, we take the Fourier transform of P(2)(t, td = 0) and regard
the visible field as a CW field.

Applying equations (25)–(27) to calculate the FID and equation (15) in combination with
the Fourier transform of equation (27) to reproduce the spectrum yields the fits in the lower
panels of figure 9. Using the same dephasing time (T2 = 1.65 ps) and frequency distribution
(ωinh = 2250 cm−1 and �ω = 2.8 cm−1, �ωT2 = 0.6), both the SFG spectrum and the FID
can be reproduced very well with one set of parameters. This clearly demonstrates that the
time domain allows for a more accurate estimation of T2 and �ω than the frequency domain.
The errors in the derived values for �ω and T2 are determined by the signal-to-noise ratio
in the tail of the FID, and amount to �ω = 2.8 ± 1 cm−1 and T2 = 1.65 ± 0.4 ps. For
totally inhomogeneous dephasing behaviour however, the frequency domain spectrum can be
decisive, as it should be totally symmetric around ωinh.

Although the SFG spectrum and the FID both map the macroscopic polarization at the
surface, the time domain measurement is much more sensitive to the spectral lineshape. It is
inherently more sensitive to the molecular response than the frequency domain measurement,
since the non-resonant signal is only present when the two short pulses overlap. Thus, for
IR–VIS delay >0.5 ps the time domain FID is governed solely by the decay of the resonant
polarization. In contrast, the frequency domain SFG spectrum does not give an unobscured
image of the resonant polarization, since the molecular polarization always interferes with
the non-resonant metal response. Therefore, independent of the lineshape model employed,
a theoretical description of the frequency domain data will always have one extra parameter,
namely the phase difference between the resonant and non-resonant responses. An important
lesson from these experiments is that obtaining a good fit for an SFG spectrum assuming a
Lorentzian response is not a guarantee for homogeneous dephasing behaviour.

5. Excited state vibrational spectroscopy using SFG

In conventional IR spectroscopy with narrow-band IR light only the v = 0–1 fundamental
transition of the vibration under investigation is excited, since generally the field strengths
are insufficient for saturation spectroscopy. However, with femtosecond lasers with sufficient
pulse energy, and owing to the large absorption cross section of,e.g., CO molecules on surfaces,
significant amounts (tens per cent) of the CO oscillators can be excited to their first excited
state, as schematically depicted in figure 3(c) [10]. Subsequently, SFG can be generated from
the v = 1–2 (‘hot band’) transition, which is red-shifted because of the anharmonicity of the
CO bond. As the bandwidth of the infrared laser (150 cm−1) well exceeds the vibrational
anharmonicity (typically 30 cm−1 for surface-bound CO), one can ‘climb’ to even higher
vibrational levels.
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5.1. Vibrational ladder climbing

We have investigated the C–O stretch vibration of CO on Ru(001) as a function of the IR
energy at 95 K. The upper panel of figure 10 depicts SFG spectra as a function of infrared
intensity at a surface coverage of approximately 0.01 monolayers and a temperature of 95 K.
The coverage was kept sufficiently low to avoid effects of intermolecular coupling (see below).
At low IR energies, a Lorentzian resonance is observed associated with the transition from
the ground (v = 0) to the first excited (v = 1) state. With increasing energy the fundamental
transition (v = 0 → 1) is saturated, and significant population is transferred to the (v = 1)
state. An additional interaction with the broadband infrared field gives rise to a polarization
at the (v = 1 → 2) transition, from which SFG is generated at a slightly lower frequency
due to the anharmonicity of the vibrational potential. This effect exhibits a strong non-linear
dependence on the infrared energy (as it is a fourth-order (χ(4)) non-linear optical process;
see below), which is obvious from figure 10: with increasing IR power the v = 1 → 2 hot
band of the CO stretch vibration becomes clearly visible at 1961.4 ± 0.3 cm−1, in addition to
the fundamental transition at 1990.4 ± 0.1 cm−1 which is also observed at lower IR energies.
From these values the anharmonicity constant is determined as 13.6 ± 0.36 cm−1 [10]. The
third resonance around 1938 cm−1 arises from two contributions: the v = 2 → 3 hot band
and the fundamental transition of the naturally abundant 13C16O in 12C16O gas. The SFG
spectra ISFG(ω) can be reproduced very well by an extension of equation (15) to the case of
multi-vibrational transition [10, 55]:

ISFG(ω) ∝ |χ(2)|2; χ(2) = χ
(2)
NR + χ

(2)
R ; χ

(2)
R =

∑
n

An

ωIR − ωn + i�n
, (28)

where the vibrational resonances are described by their resonance frequencies ωn , linewidths
2�n and amplitudes An, so the χ(4) contribution is incorporated in χ(2). A0 is the amplitude
of the non-resonant susceptibility and φ its phase relative to the vibrational resonance. The
dotted lines in the upper panel of figure 10 depict the fit to the experimental data using this
procedure. The dotted curves in the lower panel show the resonant contribution to the non-
linear susceptibility as obtained from the fit.

The resonant contributions to the transient spectra can be calculated from the time-
dependent polarization of the ground (v = 0 → 1) and excited state (v = 1 → 2) transitions
that are related to the off-diagonal elements of the density matrix, as P(ω) = eiωVISt ×Tr(ρ̄µ̄).
The off-diagonal density matrix elements ρi j oscillate at ωi j ≈ ωIR for near-resonant excitation.
In the rotating frame, the equations of motion for the different matrix elements of ρ read [32, 56]

˙̃ρ00 = −iV01ρ̃10 + c.c. + ρ̃11/T 10
1 , (29)

˙̃ρ01 = iV01(ρ̃00 − ρ̃11) + iV21ρ̃02 − ρ̃01[1/(2T 10
1 ) + 1/T 01

2 + iω01], (30)
˙̃ρ11 = −iV12ρ̃21 + c.c. + iV01ρ̃10 + c.c. − ρ̃11/T 10

1 + ρ̃22/T 21
1 , (31)

˙̃ρ12 = iV12(ρ̃11 − ρ̃22) − iV10ρ̃02 − ρ̃12[1/(2T 10
1 ) + 1/T 12

2 + iω12], (32)
˙̃ρ02 = −i(V01ρ̃12 − V12ρ̃01) − ρ̃02[1/T 02

2 + iω02]. (33)

The above equations are the independent equations for the density matrix elements. In
addition we have

ρ̃22 = 1 − ρ̃00 − ρ̃11, (34)

ρ̃10 = ρ̃ ∗
01, (35)

ρ̃21 = ρ̃ ∗
12, (36)

ρ̃20 = ρ̃ ∗
20. (37)
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Figure 10. Upper panel: normalized SFG spectra of the stretch of CO on Ru(001) as a function of
the IR energy at 95 K (grey curves) together with the least-squares fits to the data (dotted curves)
using equation (15). Starting with an IR energy of 11 µJ at a coverage of about 0.007 ML a
series of spectra were recorded as a function of decreasing IR energy while dosing with CO via the
background. At 11 µJ the fundamental and v = 1 → 2 hot band transitions are clearly visible.
The third resonance is partly due to the v = 2 → 3 hot band. Lower panel: the resonant part of the
fit depicted in the upper panel (dotted curves) and the results of the three-level system calculations
(solid curve) described in the text.

In these equations, ρ̃i j = ρi j ei(ωi j )t , Vi j = −(µi jE)/(2h̄), T ab
1 and T ab

2 denote the
population and pure dephasing lifetimes of the transition a → b, respectively, and the detuning
ωi j = ωi j − ωIR. µi j is the transition dipole moment of the transition from i to j and E(t) the
envelope of the incident IR field.

The set of these equations is solved using a fourth-order Runge–Kutta scheme. In these
calculations, we set the energy lifetime of the second excited state to be half of the fundamental,
i.e. T 21

1 = 0.5 × T 21
1 , which follows from wavefunction overlap considerations [57]. We

neglect population decay from the second excited state directly to the ground state, since
the matrix element associated with this forbidden transition is expected to be very small.
Furthermore, we set µ12 = 2µ01, as for a harmonic oscillator, with µ01 = 2.1 × 10−30 C m.
The T2 s are obtained from linewidth measurements of the fundamental (T 01

2 corresponding
to a linewidth of 3 cm−1 [50]), hot band transitions (T 12

2 corresponding to a linewidth of
15 cm−1 [10]) and overtone (T 02

2 corresponding to a linewidth of 6 cm−1 [57]) reported
previously. Finally, the observed resonant part of the SFG spectrum can be calculated from
Ires(ω) ∝ |χ(2)

res |2 ∝ |P(ω)|2, with the polarization P(ω) = eiωVISt Tr(ρµ) = eiωVISt [(µ01ρ10 −
µ10ρ01) + (µ12ρ21 − µ21ρ12)]. The first two terms contain the signal at the fundamental
transition ω01 and the second terms give rise to the signal at ω12, the so-called hot band
transition (v = 1 → 2). Here, we assume that the VIS upconversion pulse is continuous wave.
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We account for the spectral width of the upconversion pulse and the instrumental resolution
by convoluting the resultant spectra with a 5 cm−1 broad Gaussian. Initially, the vibrational
lifetime T1 of both excited states was set to be 2.0 ps in the calculations, as determined from
previous time-resolved measurements for CO on other metal surfaces [18, 23], and from
extrapolation of the linewidth to 0 K [50].

The SFG light associated with the v = 1 → 2 hot band transition is due to the interaction
of the visible field with the polarization ρ12. It is clear from the above set of equations that the
pathway for generating ρ12 is ρ00 → ρ01 → ρ11 → ρ12, each step comprising one interaction
with the incident IR field (note that in the equations (2)–(6) each of these terms has the
preceding term multiplied by the infrared field (V ) as a source term). Hence, the polarization
represented by ρ12 is of third order, and the additional interaction with the visible field makes
it a fourth-order non-linear optical process. A second pathway leading to ρ12 proceeds via
the overtone polarization ρ02: ρ00 → ρ01 → ρ02 → ρ12. By setting either one of the source
terms in equation (5), i.e. iV12(ρ̃11 − ρ̃22) or iV10ρ̃02, to zero, it is possible to distinguish
between the relative contributions of the two pathways. It turns out that the contribution via
the overtone polarization ρ02 amounts to only 1% of the overall ρ12; the pathway via population
in v = 1(ρ11) is dominant.

The calculated resonant contributions to the spectra in figure 10 are shown as solid lines in
the lower panel, and the agreements with results from the fit to the resonant SFG (dotted lines)
are excellent. The time-dependent envelopes of the polarization at the fundamental (P01) and
the hot band (P12) transition are depicted in the upper panel of figure 11 for the calculation that
reproduces the 11 µJ-experiment. The lower panel depicts the time evolution of the population
in the first and second excited states. Note that, as expected, the rise of the polarization at the
hot band transition P12 is delayed with respect to that of the fundamental P01; this is due to
the fact that the build-up of the polarization P12 arises from a sequence of interactions with
the electromagnetic field: the initial interaction creates polarization P01, and subsequently an
additional interaction causes population to be transferred to v = 1. The third interaction with
the IR field gives rise to P12. The final, non-resonant interaction with the visible field creates
the SFG from this vibrational polarization. For the same reason the increase of the population
in v = 2 is delayed with respect to the population increase in the first excited state (lower panel
of figure 11). Approximately 15% of the CO molecules are excited to the first vibrationally
excited state, and about 5% to the second vibrationally excited state. The relatively large
amount of population in v = 2 is due to the larger transition dipole moment associated with
the 1 → 2 transition compared to the fundamental.

Summarizing, these results demonstrate that, using this saturation SFG technique, excited
state vibrational lines can be observed that are inaccessible otherwise. Using the theoretical
description presented here allows one to derive from the SFG spectra the vibrational parameters
that determine these vibrations (central frequency and linewidth), and investigate, for instance,
the mechanism of vibrational dephasing for excited states through the temperature dependence
of the excited state linewidth [58].

6. Summary and outlook

A generalized theory of frequency- and time-resolved vibrational sum-frequency generation
(SFG) spectroscopy of adsorbates at surfaces is presented using the density matrix formalism.
Our theoretical treatment is specifically aimed at addressing issues that accompany the
relatively novel SFG approach using broadband infrared pulses. The ultrashort duration
of these pulses makes them ideally suited for time-resolved investigations, for which we
present a complete theoretical treatment. A second key characteristic of these pulses is
their large bandwidth and high intensity, which allow for highly non-linear effects, including
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Figure 11. Upper panel: the time evolution of the polarization at the fundamental (P01) and hot
band (P12) transitions. These calculations correspond to the 11 µJ data of figure 1. The insets depict
the same data around time zero. Note the delayed rise of P12 compared to P01. The pulse envelope
is depicted around zero delay. Lower panel: the time evolution of the excited state population in
the first and second excited state levels.

vibrational ladder climbing of surface vibrations. We derive general expressions relating the
density matrix to SFG spectra, and apply these expressions to specific experimental results
by solving the coupled optical Bloch equations of the density matrix elements. Thus, we
can theoretically reproduce recent experimentally demonstrated hot band SFG spectra using
femtosecond broadband infrared excitation of carbon monoxide (CO) on a Ru(001) surface.

In all likelihood, broadband SFG spectroscopy will find an increasing number of
applications in a variety of fields. Specific experiments will presumably include additional
time-resolved experiments, aimed at directly determining vibrational lifetimes of molecular
vibrations at surfaces and the spectroscopic determination of transient surface species,
such as reaction intermediates and transition states. In addition, the application of time-
resolved SFG for surfaces under ambient conditions, such as liquid interfaces and biological
surfaces, will allow for the direct investigation of e.g. the reorientational dynamics of specific
molecular groups.
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